Linear Algebra II
19/03/2015, Thursday, 14:00-16:00

1 (3+8+3+8+8=230pts) Inner product spaces

Consider the vector space C[0,1] with the inner product

<f79>=/0 f(2)g(z) d.

Let f1, fo, f3 and f4 be given by as follows:

fi(z) fa(z)
1 e———————— 1 —0
| | |
| | |
| | |
| | |
| | |
| | |
| | |
L 5 x 4Y—o—> xT 1 L
1 : 1 : 1

(a) Is the set {f1, f2, f3} an orthonormal set?

(b) Compute (f;, f;) where ¢,j € {1,2,3,4}. (HINT: You may want to use the relationship
between the integral of and the area under a curve.)

(¢) Find the angle between f; and fs.

(d) Apply Gram-Schmidt process to obtain an orthonormal basis for the subspace spanned by
f1, fo and fs. (HINT: You may want to plot each function the process computes.)

(e) Find the closest function to f4 in the subspace spanned by fi, f2 and fs.

REQUIRED KNOWLEDGE: Orthogonality, Gram-Schmidt process, least-squares ap-
proximation.

SOLUTION:

la: Note that
1

1
(f1, f2) :/0 fi(@) fo(z) dox = 3

As such, this set is not an orthonormal set.



1b: Straightforward calculations yield:
1
(f1, fr) =/ dr =1
0 1
B 1
(hofe) = [ do =3
0

1
<f17f3>:/0 fa(z)de =

== N

1
(f1, fa) Z/O fa(z) dz =
(fos f2) = /0E dr = %
(ot = [ ole)de = 5

(o fa) = /0 ¥ ha() do = 0.

Note that

This results in

|

(f3,f3) = /02(—2x+ 1) dx—i—[l(Qx —1)%dx

1
:/ (22 — 1)%dx
0

3 1

= (4$——2m2+m)
3 0

gy

3 3

U fa) = / (20 — 1) da

1
6

1

(ot = 21y

2
_1
=5
1c: The angle 6 between f; and f> is defined by

) _ <f17f2>
s = Tzl

Thus, we get

1
0050:1 21 =

S
o[%

As such, the angle between these two functions is 45 degrees.



1d: By applying the Gram-Schmidt process, we obtain:

=
| fall

Uy = fl

Uz = Jo P P1:<f2 f1>'f1
[ fo = pall ’

:%fl
1
fo—m :f2—§f1

| fo — %]‘HH2 = (fo — %flaf2 - %f1> = (f2, f2) — 2~ %<f2,f1> + i<f1,f1>

R
4 4

DO | =

If2~ 3 hlI2 =

1

2

1 1

|l fo — §f1|| =3

w=2f - 5f)=2h

uz = fg:pQ p2 = (f3, fu)fr + (f3,2f2 = fi)(2f2 = f1)
[1f3 — 2|l
1

= S h @ - 5)Ch - )
=3

f3—p2=f3—%f1

Il fs — %fl|\2 = (fs — %fhfs - %fl>

1 1
s = 3017 = o o) = 2+ 5fa f)+ (1 )
1 1 1 1 1
||f3_§f1|‘2:§—§+zzﬁ
1 1
= 360l = 5
us = 2\/§(f3 - %fl)
u1(x) uz(x) us(z)
1 ———a 1.,_? 3 s
? .
N I
! :




le: The closest function is given by

p = (fa,ur)ur + (fa, ug)uz + (fa, uz)us
= (fa, fi) 1 + (f1, 2f2 — f1)(2f2 — f1) + (f1,2V3(f5 — %f1)>2\/§(f3 - %h)

= ifl +(2-0- i)(sz - fi)+ 12(% - é)(fg _ %fl)
L h-ihtihtifi- ik
= 1fl - 1f2 + 1fg.

4 2 2




2 (10+10 =20 pts) Eigenvalues

(a) Let A be a square matrix and p be a polynomial. Show that if x is an eigenvector of A cor-
responding the eigenvalue of A then z is also an eigenvector of p(A). Find the corresponding
eigenvalue.

(b) Let A and B be nonsingular matrices of the same size. Show that AB and BA have the
same eigenvalues.

REQUIRED KNOWLEDGE: Eigenvalues, eigenvectors, similarity.

SOLUTION:

2a: Since z is an eigenvector corresponding to the eigenvalue A, we have
Ax = Ax.
By pre-multiplying by A, we get
A%z = A(\x) = AMAz) = N

Repeating this argument yields
AFz = Mg

for any positive integer k. Now, let p be given by
p(s) = pes’ +pe1s™ 4+ p1s+po.
Note that
p(A)x = (peA" +pr 1 A+ + prA+pol)a
=peA'z +p1 A o+ -+ prAT + pox

= (pe)\‘Z Fpe N T A +po)x
=p(N)z.

Therefore, x is an eigenvector of p(A) corresponding to the eigenvalue p(X).

2b: Note that
BA = B(AB)B™%.

As such, AB and BA are similar matrices. Consequently, they share the same eigenvalues.




3 (4+8+48=20pts) Diagonalization

(a) Let A be a nonsingular matrix. Show that if A is diagonalizable then so is A™!.

a b
-l
where a, b, ¢, and d are real numbers. Determine all values of (a,b,c,d) such that M is
unitarily diagonalizable.
[
-q p

where p and ¢ are real numbers. Find a unitary diagonalizer for A.

(b) Let

(c¢) Let

REQUIRED KNOWLEDGE: Diagonalization, unitary matrices, normal matrices.

SOLUTION:

3a:

Approach 1: Observe that if (), z) is an eigenpair of the matrix A then (A\~!, z) is an eigen-
pair of A='. This means that the number of linearly independent eigenvectors of A is equal to
that of A~!. As A is diagonalizable, so must be A~1.

Approach 2: If A is diagonalizable, there exist a nonsingular matrix 7" and a diagonal matrix
D such that
A=TDT".

Since A is nonsingular, D must be nonsingular too. By inverting A, we get
Al =(rpr~YHY'=TD7 T

Since the inverse of a diagonal matrix is itself a diagonal matrix, we can conclude that A~! diag-
onalizable.

3b: A matrix M is unitarily diagonalizable if and only if it is normal, that is MM = MM,

Note that 202 bt ed 2, 2 .
Ty _ |07+ ab+c T _ |a”+ ac+
MIM=lpr pr| @8 MM =0 @1
As such, M is diagonalizable if and only if
a2+ =a’>+0b% ab+cd=ac+bd, and b*+d®=c*+d>.

These are equivalent to
¥ =¢*> and ab+ cd = ac+ bd.

The first holds if and only if b = ¢ or b = —c¢. Substituting these into the second, we get the
following condition for unitarily diagonalizability of M:

(b=c¢) OR (b=-c AND a=d).

3c: It follows from the last conclusion that A is unitarily diagonalizable. In order to find such
a diagonalizer, we distinguish two cases.

q = 0: In this case, A is already diagonal. So, the 2x 2 identity matrix is a unitary diagonalizer.



q # 0: We begin first calculating the characteristic polynomial:

- q

det(A—/\I):dct({p e pA

=w-x2ee

Note that
(p—N2+¢*=0 ifandonlyif p— )= iq.

Therefore, the eigenvalues are given by A\ = p + iq and Ay = p — iq. Next, we continue with
finding the eigenvectors.
For A1 = p + iq, we need to solve

Since g # 0, we have

This results in

For A1 = p — iq, we need to solve

Since ¢ # 0, we have
This results in
Note that the matrix

is a unitary matrix and also that

BT




4 (1545 =20 pts) Singular value decomposition

(a) Compute a singular value decomposition of the matrix

2 -4
2 2
M= —4 0
1 4

(b) Find the closest (with respect to Frobenius norm) matrix of rank 1 to M.

REQUIRED KNOWLEDGE: Singular value decomposition, lower rank approximation.

SOLUTION:
4a: Note that
T, | 2 2 —4 1 2 21 125 O
MM_[—42 0 4/ |—-4 0| |0 36|
1 4
Therefore, the eigenvalues of M” M are given by
A1 =36 and Ay =25

and hence the singular values of M are given by

01 =6 and o9 =25.

el o

are the normalised eigenvectors for A\; and As, respectively. This results in

Note that

0 1
V= [1 0]
Let
—4 -2
1 1 2 1 1
= — M = — = =
Ul o1 U1 0 3 0
4 2
and
2
1 1 2
Ug—gM’Ug—g 4
1

Now, we need to find an orthonormal basis for A'(M7). Consider the linear system

2 2 -4 1] _,
4 2 0 4|YTY

Clearly, it is equivalent to

22 4 1] .
06 -8 6V



Two independent solutions can be given by

1

0
2

w1 =

2
and wq = é
0

To orthonormalize, we can apply Gram-Schmidt process:

wq
Uz = ——
[[ws ]
1
1 (=2
U3—§ 0
2
Wo —
4227101 p1 = (wa,u3) - u3
l[wz = pu]
1 —2
1 |- 1
_ 5.1 20 _ 1] 4
310 31 0
2 —4
2 -2 8
T b I I I O
W2 —=P1= |q ol =3 |-1
0 —4 4
1 ., 1 145
- = =—-(644+64+14+16) = —
s — gpull> = 5(64+64+1+16) = 15
8
1 8
Uy = —
T Vs |1
4
Thus, we have the SVD:
_2 2 1 8
2 2| | 3 5 T3 i 05{01}
-4 0| 0 -4 0 ——L_| (0 of]|1 O]
5 V145
1 4 2 1 2 4 0 0
3 5 3 145
4b: The best rank 1 approximation is given by:
_2 2 1 8
3 5 3 V145
1 5 ) 5 6 0 0 —4
x—| 3 5 3 v |0 0pj0 1 02
_0_§0_711450010_00
2 1 2 4 0 0 0 4
3 5 3 145




